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Abstract—Discovery of communities in networks is a funda-
mental data analysis task. Recently, researchers have tried to 
improve its performance by exploiting node contents, and further 
interpret the communities using the derived semantics. However, 
the existing methods typically assume that the communities are 
assortative (i.e. members of each group are mostly connected to 
other members of the same group), and are unable to find the 
generalized community structure, e.g. structures with either as-
sortative or disassortative communities (i.e. vertices of the same 
group have most of their connections outside their group), or a 
combination. In addition, these methods often assume that the 
network topology and node contents share the same group mem-
berships, and thus cannot perform well when the contents mis-
match with network structure. Also, they are limited to using 
only one topic to interpret each community. To address these two 
issues, we propose a new generative probabilistic model which is 
learned by using a nested expectation-maximization algorithm. It 
describes the generalized communities (based on network) and 
the content clusters (based on contents) separately, and further 
explores and models their correlation to improve as much as 
possible each of the communities and clusters based on the other. 
By depicting and utilizing this correlation, our model is not only 
robust with respect to the above problems, but is also able to 
interpret each community using more than one topic, which pro-
vides richer explanations. We validate the robustness of this pro-
posed new approach on an artificial benchmark, and test its in-
terpretability using a case study analysis. We finally show its 
definite superiority for community detection by comparing with 
seven state-of-the-art algorithms on eight real networks. 

Keywords—Social networks, attributed network, community de-
tection, generalized communities, probabilistic model, EM algo-
rithm, semantics 

I. INTRODUCTION 

Complex systems, in which basic units interact with each 
other and work collectively to form a global object, occur in a 
large variety of contexts. For example, our lively human so-
ciety sees people entering into various relationships, and 
online social media link geographically dispersed users. A 
network is the simplest representation of such complex sys-
tems. It abstracts basic units as nodes and relationships be-
tween them as edges. Thanks to this simplification, the net-
work model provides a perspective for understanding complex 
systems. One of the most important things for understanding 
complex systems is to identify communities. These can be 

assortative communities (i.e. the members of each group are 
mostly connected to other members of the same group) [1], 
disassortative communities (i.e. vertices of the same group 
have most of their connections outside their group, e.g. in bi-
partite networks) [2] or a combination [3], and so forth. All of 
these types of structures are collectively called generalized 
community structure [4]. Such structures help people under-
standing how the network is organized or predicting its behav-
ior, such as finding the political factions in blog networks [5], 
or identifying the functional modules in protein-protein inter-
action networks [6]. Thus, the essence of community detection 
is to identify sets of nodes with common functions, and its true 
value lies in revealing meaningful and functional sub-
structures. 

Traditional community detection algorithms typically use 
the network topology alone, and only find the assortative 
communities. Their basic assumption is that functional com-
munities share a common structural signature, i.e. members of 
each group are mostly connected to other members of the 
same group, which allows extracting the assortative communi-
ties from networks. A wide variety of community detection 
algorithms using different theories and techniques has been 
proposed. They include hierarchical clustering methods [7], 
modularity-based methods [8], [9], spectral algorithms [10], 
dynamic algorithms [11], statistical inference-based methods 
[12], [13], etc. For a comprehensive description readers can 
refer to the survey of Fortunato [14]. 

Recently, it has also been noticed that content information 
(i.e. nodes attributes) is valuable for identifying communities. 
Individuals with similar attributes are more likely to belong to 
the same community. Unlike network structure which repre-
sents the interconnection of individuals, node attributes focus 
on individual features and provide another modality of useful 
information for characterizing the nature of communities. 
These two data modalities complement each other, and lead to 
more precise detection of communities. In addition, if one 
source of information is missing or noisy, the other could 
make up for it. Thus, algorithms combining these two sources 
of information have been proposed, e.g. topic model-based 
methods [15], [16], generative or discriminative models [17], 
and some heuristic methods [18].  

With the further development of community detection 
based on this richer network representation (network with 
content), some researchers have realized that significant com-
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munity detection should not only accurately discover the un-
derlying communities, but also be able to give interpretable 
and functional descriptions for these communities. Descrip-
tions are meant to explain why certain nodes belong to a 
common community, or to indicate the functions or character-
istics of these communities. With descriptive abilities, com-
munity detection can be more valuable for practical applica-
tions. It is only very recently that several descriptive algo-
rithms using network with content have been proposed for this 
task [19-21]. 

However, currently, these methods often suffer from the 
following problems, which limit their abilities in terms of de-
tection performance as well as better interpretation of commu-
nities. First, the current methods for combining network to-
pology and content information usually assume that a commu-
nity is a group of nodes that are densely interconnected (i.e. 
assortative communities). However, in many cases, this is not 
in line with reality. For example, in a bipartite author-paper 
network, vertices represent authors or papers in the network, 
with edges showing their relationship. A community of au-
thors in the same field typically connects with the correspond-
ing community of papers and the network is thus approximate-
ly a bipartite network with disassortative communities. In an-
other example considering a foreign trade network, vertices 
represent businessmen in various countries, with edges show-
ing the business partnership between them. Because this is a 
foreign trade network and every businessman can typically 
connect to foreign businessmen, so the network also has a 
disassortative community structure. However, it is not easy for 
current methods to detect either assortative and disassortative 
communities, or their mixture, i.e. a generalized community 
structure, especially for the networks with node contents.  

In addition, existing methods typically assume that the 
network structure and node contents share the same group 
memberships, which is often not the case. For example, social 
relations in Twitter often directly reflect the users’ groups, 
while the user-generated content is diverse [22]. When the 
contents do not match well with network communities, espe-
cially when the contents are completely useless, the perfor-
mance of these algorithms will degrade. Take social networks 
as an example. It is often the case that users tend to communi-
cate frequently over certain topical interests, and form each 
community based on these. So there may be multiple and 
overlapping topics corresponding to each community. While 
using the assumption that the network topoloty and node con-
tents share the same community memberships, the current 
methods often use only one topic to interpret each community, 
and hence have limited interpretability. 

To deal with the above problems altogether, we provide a 
probabilistic generative model which is learned by using a 
nested expectation-maximization (EM) algorithm. It describes 
the generalized communities (based on network topology) and 
content clusters (based on node contents) as two separate parts, 
and then explores and models their correlation to improve, as 
much as possible, each of the communities and clusters based 
on the other. We then use this correlation as well as the de-
rived topical interests (of the clusters) to more precisely inter-
pret each of the network communities.  

The paper is organized as follows. In Section II, we 
introduce the model which is learned from the data. We then 
present the experimental evaluations of our new approach in 
Section III. And finally, we conclude with some discussions in 
Section IV. 

II. THE METHODS 

Here we first present a probabilistic generative model for 
networks with content. We then learn the model using a nested 
EM algorithm. And finally, we summarize this algorithm and 
analyze its time complexity. 

A. The Generative Model 

An attributed network G can be represented by an adjacen-
cy matrix A = (aij)nn with aij = 1 if an edge exists between 
nodes vi and vj, or 0 otherwise; and an attribute matrix U = 
(uit)nm with uit = 1 if node vi has wt , which represents tth attrib-
ute’s name, as the tth attribute, or 0 otherwise, where n is the 
number of nodes and m the number of possible attributes. Here 
we keep the network undirected and unweighted for simplicity, 
and use the word “community” to denote generalized commu-
nity in the following. 

Now, we have two objectives: 1) to divide the networked 
data into communities and content clusters respectively, and 2) 
to find the correlation between the two for the purpose of better 
interpreting communities using semantics from content clusters. 

More precisely, we divide node set V into k generalized 
communities, called network communities (the nodes within 
communities have similar connection patterns to others [3]). 
Also, we partition V into k clusters (the same number as for 
communities) using mainly content information, and call them 
content clusters (the nodes in the same cluster share similar 
preferences about their attributes, also called semantic topic in 
the area of topic modeling [23]). Each content cluster thus pos-
sesses a topic to represent its semantics. Meanwhile, we derive 
the correlation between network communities and content clus-
ters, and utilize this correlation to improve, as much as possible, 
each of the community and cluster based on the other. Then, 
we can further use this correlation as well as the semantic top-
ics (of the content clusters) to better interpret the network 
communities.  

We bring these goals into a unified probabilistic generative 
model which is compactly represented in Figure 1. The model 
is specified by three types of quantities. The first type is the 
observed quantities, which include adjacency matrix A and 
attribute matrix U. The second is the hidden quantities, includ-
ing community assignments z, where zi denotes the label of the 
community to which node vi belongs, and topic (or cluster) 
assignments g where gi denotes the label of the topic to which 
node vi’s attributes belong (this is also the label of the content 
cluster to which node vi belongs). The last type is model pa-
rameters, which include γ = (γr)1k, where γr = p(zi = r) is the 
probability that node vi belongs to the rth community;  = 
(rj)kn, where rj = p(aij = 1| zi = r) denotes the probability that 
node vi has a link to node vj when node vi lies in the rth com-
munity; Ω = (ωrs)k×k, where ωrs = p(gi = s|zi = r) denotes the 
probability that node vi lies in the sth content cluster when it 



belongs to the rth network community; and Φ = (φst)km, where 
φst = p(uit = 1|gi = s) is the probability that node vi has the tth 
attribute when it belongs to the sth cluster, which is especially 
suitable for short texts such as those in real social networks. 
Here each cluster has a topic to denote its semantics. The nota-
tion is represented in Figure 1 and is generated as follows.  

For each node vi: 
(a) Draw community assignment zi ~ Multinomial(γ)  
(b) For each node vj with aij = 1: 

i. Draw edge aij ~ Multinomial( θ
iz ) 

(c) Draw topic assignment gi ~ Multinomial(
iz ) 

(d) For each of the tth attribute with uit = 1: 
i. Draw attribute wt ~ Multinomial(

ig ) 

Then the probability, or likelihood, that this attributed net-
work G was generated by this model, given the parameters, is:                
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As we can see, there are mainly 4 parts in Eq. (1). The first 
two parts are the fitting to the network structure, the third part 
is the a priori probability that generates the content clusters 
(with their topics) under the derived network communities, and 
the fourth part is the fitting to the content information. In gen-
eral, the fittings to network and content are dominant in the 
likelihood, while the a priori plays a guiding role to incorporate 
these two parts and improve the results of each other. 

Here remember our motivations. First, rj represents the 
“preferences” of vertices in the rth network community about 
which other vertices they link to. In particular, we do not as-
sume that members of a community link to nodes vi which be-
long to any particular community or communities. They can be 
in the same community, in several communities or, more gen-
erally, distributed over the entire network. That is to say, nodes 
in the same community have similar link patterns (e.g. the as-
sortative or disassortative structure), so as to find the general-
ized community structures in networks. 

Furthermore, the correlation matrix Ω, which is the transi-
tion probability matrix from the network communities to con-
tent clusters, plays a vital role to achieve our goals. To be spe-
cific, when the network and node contents match well in terms 
of community structure, correlation matrix Ω will be almost an 
identity matrix, we can then easily improve the results by in-
corporating both information sources. Even if the network 
communities and content clusters do not match well, by ex-
ploiting the relationship Ω, the model can still utilize what in-
formation is present to improve results. While, if content clus-
ters do not match with network communities at all, correlation 
matrix Ω will be very fuzzy, so that the model can almost au-
tomatically ignore the content, returning results based on net-
work alone. In addition, we can also use the correlation matrix 

Ω, combined with the topics derived, to interpret each commu-
nity with more than one topic, which is thus more precise. 
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Fig. 1. Diagram of the generative model 

B. Fitting to the Data 

Our goal is now, given the observed data, to maximize the 
likelihood in (1) to find the best-fit parameters. Rather than 
maximizing (1) itself, we instead maximize the log likelihood. 

z,g

log (z | γ) (A | z,Θ) (g | ,z) (U | ,g)L P P P P    

Since direct maximization of (2) is nontrivial, we adopt an 
expectation-maximization (EM) algorithm. By applying Jen-
sen’s inequality to (2), we obtain the expected log likelihood. 
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where q(z) is any distribution over community assignments z 
such that 

z
(z) 1q  , 

z
(z)

iir z rq q    is the marginal 
probability within q(z) that node vi belongs to community r, 
and δrs is the Kronecker delta.  

Then, the maximum of L with respect to all possible 
choices of distribution q(z) will be obtained when L L , 
which, following Jensen’s inequality, is when 
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Thus, the maximization of likelihood L with respect to γ, , 
Ω and Φ to obtain optimal parameter values is equivalent to a 

maximization of its lower bound L with respect to both q(z) 
(making L L ) and the parameters. The EM algorithm for 
performing such a double maximization is to repeatedly max-
imize with respect to first q(z) (i.e. the E-step) and then γ, , Ω 
and Φ (i.e. the M-step), which is known to monotonically con-
verge to a local maximum. 

For the E-step, we need to make L L . So, from Eq. (3) 
we can get the optimal qir’s by using: 
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However, the M-step is nontrivial because the expected 

log-likelihood L  contains some latent quantities s. 

1) M-step with a nested EM process.  
Now we need to perform the maximization of L in (3) over 

the parameters, with a fixed qir. Maximization of the γ and  is 
straightforward. Differentiating L  with respect to γr, subject to 
the normalization condition
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And then, computing the derivative, setting the result to ze-
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However, maximization of L with respect to Ω and Φ is a 
little more complicated since L  contains latent variables s. 
Again, we use a nested expectation-maximization (EM) pro-
cess, and apply Jensen’s inequality to (3): 
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where s
irt can be any distribution, subject to 
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 . Note 
that here we ignore the terms in L which can be regarded as 
constant with respect to Ω and Φ.  

The exact equality of (8), and hence the maximum of the 
right-hand side is achieved when: 
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As before, we can maximize the left-hand side of (8) by re-
peatedly maximizing the right-hand side with respect to s

irt  
using (9) and with respect to Ω and Φ by differentiation. Dif-
ferentiating the right-hand side of (8) with respect to ωrs, sub-
ject to 
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  . Then, the optimal Ω and Φ can be calcu-
lated by iterating (9), (10) and (11) from an initial condition, 
alternatively, until convergence. 

C. Algorithm Summary and Time Complexity 

We summarize this nested EM algorithm in Algorithm 1 as 
follows. Here we let numbers of iterations T1 = 100 and T2 = 
20. In the early stages of this algorithm, T2 = 20 gives rather 
crude values for posterior probabilities qir ’s and parameters Ω 
and Φ, but these values would not be particularly good under 
any situation, no matter how many steps were used, because of 
the poor current solution. In the later stages of this algorithm, 
20 steps are enough to ensure good convergence. In addition, 
as the algorithm may converge to local minima, we ran it 20 
times and reported the result with largest likelihood which is 
often stable and obtain good results. 

Algorithm 1: Nested EM algorithm 
Input: A, U and k 

Output: qir’s, Ω and Φ 

Initialize γ, , Ω and Φ randomly 

For t1 = 1: T1 //main EM 

     Update one-node marginal probabilities qir’s via (5) 

Update γ and  using (6) and (7) 

For t2 = 1: T2 //nested EM 

Update s
irt ’s, Ω and Φ using (9), (10) and (11) 

End 

End 

When we get the optimal qir’s, Ω and Φ, we can use qir’s 
where qir is the posterior probability that node vi belongs to 
community r to find the network community structure. There-
after, we can use Φ, where φst is the probability that topic s 
selects the tth attribute (or word), to derive the topic for each 
content cluster. Also, we can further use correlation matrix Ω, 
where ωr is the distribution of the content clusters (and their 
topics) over community r, to find the dominant topics for each 
community, and thus we can interpret the communities more 
precisely. 

Now we give the complexity analysis of this algorithm 
taking into account data sparsity, i.e. matrices A and U. First, 
the time to update qir’s, γ and  once via (5), (6) and (7) is 
2ek+fk2, nk and 2ek respectively, where n is the number of 
nodes, k the number of communities and clusters, e the num-
ber of edges in the network,
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(10) and (11) is fk2, nk2, and fk2, respectively. Also, the time to 
compute the likelihood function once is 2nk+2ek+fk2. Thus, 
the time complexity of this algorithm is O(ek+fk2), which is 
nearly linear on large and sparse networks with content. 

III. EXPERIMENTS 

Here we first give an artificial benchmark to evaluate the 
effectiveness of the proposed new method in terms of our first 
motivation. We then use an online music system to validate 
whether this method can interpret the communities more pre-
cisely in a manner suitable for mismatched networked data. 
Finally, we test its performance on eight real attributed net-
works, and compare it with seven state-of-the-art methods. 
This is to show whether our new method is able to find the 
generalized community structure (e.g. assortative or disassorta-
tive communities, or their mixture) which would make it more 
flexible, and whether it can utilize the content information to 
better improve community detection results. 

A. Artificial Benchmarks 

We first introduce the benchmark used. First, we use the 
Newman’s model [1] to generate networks. The graph consists 
of 128 nodes divided into 4 same size communities. Each node 
has on average zin edges connecting it to members of the same 
community and zout edges to members of other communities, 
with zin + zout = 16. Notice that pin (= zin/32) > pout (= zout/96) 
means that the connection probability of nodes within the 
community is larger than that between communities, i.e. as-
sortative community structure; on the contrary, pin < pout (i.e. 
zout > 12) corresponds to the case when generated networks 
have disassortative communities; and pin = pout (i.e. zout = 12) 
denotes that the networks do not have any community structure.  

Thereafter, we generated a 4h-dimensional binary attributes 
for each node vi (i.e. ui) to form 4 content nodes clusters, corre-
sponding to the 4 network communities. To be specific, for 
each node within the sth cluster, we use a binomial distribution 
with mean in = hin/h to generate a h-dimensional binary vector 
as its ((s − 1) × h + 1)-th to (s × h)-th attributes, and generate 
the rest of the attributes using a binomial distribution with 
mean out = hout/(3h). Then, in > out means that these generat-
ed h-dimensional attributes are associated with the sth cluster 
with higher probability, while the remaining 3h attributes are 
irrelevant (or say noise attributes). Here we set the dimension 
of attributes 4h = 200, and the average number of attributes wt 
with uit = 1 for each node vi to be hin + hout = 16. 

Here we try to validate our first motivation, which is to de-
tect the generalized community structure. We set hout = 8, and 
vary zout from 0 to 16 with an increment of 1. Note that, when 
zout increases from 0 to 12, the assortative structure becomes 
weaker and weaker. Especially, when zout = 12 (meaning pin = 
pout), the topology does not have any community property. In 
contrast, when zout increases from 12 to 16, the disassortative 
structure becomes more and more clear.  

The results are shown in Figure 2. The blue line denotes the 
minimum of all points. As we can see, when zout = 12, the accu-
racy values of our method in terms of both AC and NMI (see 
definitions below) is minimum. This is because the topology 

does not have any community property when zout = 12, and thus 
the task of community detection is only based upon the content 
information. But when zout continues to increase, the values of 
AC and NMI of our method both increase, which corresponds 
to the disassortative community structure. So to sum up, these 
results validate that: our method can detect not only assortative 
communities, but also find disassortative ones (i.e. the general-
ized community structure), which makes it fit to find real gen-
eralized community structures.  

 
  (a)      

     
(b) 

Fig. 2. (a) The AC (accuracy) index [24] of our method as a function of the 
nodes average outside-community degree (zout). (b) The NMI (normalized 
mutual information) index [24] of our method as a function of the average of 
nodes outside-community degree (zout). 

B. A Case Study on Last.fm 

Here we try to further validate our second motivation, 
namely, whether the derived correlation (Ω) between network 
communities and the topics of content clusters (i.e. the distribu-
tion of each community’s topics) can help us better interpret 
communities. This would make our method more suited for 
situations when the node contents do not match well with net-
work communities. Here we used the dataset [25] from an 
online music system Last.fm, where 1,892 users are connected 
in a social network generated from Last.fm “friend” relations. 
Each user has 11,946-dimensional attributes, including a list of 
most listened music artists, and tag assignments. As the net-
work does not have ground-truth of communities, we set the 
number of communities to 38 as was done in [26].  

After one run of our algorithm, we found 11 communities 
with one dominant topic each, as well as 27 communities with 
more topics. After a detailed analysis, we find that most of 
these communities are topically meaningful. But due to limited 



space here, we only give three examples: 2 communities with 
one dominant topic each, and 1 community with two topics. 
The word clouds formed by the dominant attributes of each 
topic are shown in Figure 3. The size of a word is proportional 
to the probability that it belongs to this topic.  

Our first example is the 1st community which possesses one 
dominant topic, topic 23, as shown in Figure 3(a). As we can 
see, this community is a group of fans of reggae music. To be 
more specific, in the word cloud of topic 23, “american” and 
“rock” show that reggae music has become important in the 
mainstream of American rock music. “love” is a theme that the 
reggae music always expresses. Reggae music evolved from 
“pop” music. “electronic” and “heavy metal” are also related to 
reggae music. 

The second example is the 11th community whose main 
topic is topic 10, as shown in Figure 3(b). This topic is mainly 
related to Britney Spears, a famous US female singer, so that 
the community may be a group of her fans. Britney Spears is 
sexy, so “female vocalists”, “female”, “diva” and “sexy” all 
appear here. Besides, the words “pop”, “dance”, “rnb” and 
“electronic” also correspond to Britney Spear’s music style. 

The third example is community 19 which contains two 
dominant topics, topics 18 and 23. To be specific, topic 18, as 
shown in Figure 3(c), is highly related to “ambient” which is a 
kind of electronic music. It has 80s trance style of electronic 
dance music, so “80s” and “dance” both appear here. “alterna-
tive” and “new wave” are in the nature of ambient. Topic 23 
shown in Figure 3(d) mainly refers to rock, as discussed above 
in Figure 3(a). The sound of rock music is mainly produced by 
electric guitar. Rock music is a kind of electronic music actual-
ly. Other words like “hard rock”, “progressive rock” and “al-
ternative rock” are all highly related to rock music. It is worth 
noting that these two topics, which correspond to ambient and 
rock, respectively, both belong to electronic music, although 
being different branches. Therefore, this community will be a 
group of fans of ambient and rock under the style of electronic 
music. 

 

(a)                                           (b) 

 

(c)                                           (d)      

Fig. 3. Three examples to interpret communities. (a) is the word cloud of topic 
23 which is the main topic of the 1st community. (b) is topic 10, the main topic 
of the 11th community. (c) and (d) are the main topics (topic 18 and 23) of the 
19th community. 

So, this case study analysis not only validates that our de-
rived communities are topically meaningful, but also shows 
that allowing communities with more than one topic can help 
us interpreting and understanding them better (as in the third 
example). In summary, this further supports our hypothesis that 
users tend to communicate frequently over certain topical in-
terests and form communities based on those interests. 

C. Real-world Networks 

Here we want to show whether our method is more flexible 
for community identification owing to the fact that we can find 
the generalized community structure (e.g. assortative, disas-
sortative communities, or their mixture); and also whether we 
can utilize content information to improve the community de-
tection results. For these purposes, we evaluate the perfor-
mance of our method on eight real-world attributed networks 
with ground truth of communities ([29], [30]). These networks 
include social networks, information networks as well as cita-
tion networks, scaling from hundreds to tens of thousands of 
nodes, as shown in Table 1.  

1) Evaluation Metrics 
Because the networks used have ground-truth communities, 

we can adopt accuracy (AC) [24] and normalized mutual in-
formation (NMI) [24] to compare the detected and ground-
truth communities.  

If the set of detected communities is C and the set of 
ground-truth communities is C*, and accuracy AC is defined as: 
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where δ(a, b) is the delta function that equals to 1 if a = b and 0 
otherwise, and map(Ci

*), resp. map(Ci), is the function that 
maps each community Ci

*, resp. Ci to the index of the commu-
nity i belongs to in C*, resp. C, n is the number of nodes.  

On the other hand, the normalized mutual information 
(NMI) is defined as: 
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However, some of the baseline methods used in our evalua-
tions provide overlapping community structures which cannot 
be compared in terms of AC and NMI. Thus, we also adapt the 
metrics used in [20] to evaluate overlapping communities, 

(12) 

(13) 

(14) 

(15) 

(16) 



namely F-score or Jaccard similarity, i.e., we evaluated a set of 
detected communities C with ground-truth communities C* by  
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where  *,i jC C  is a similarity measure (F-score or Jaccard) 

between Ci
* and Cj. 

2) Experimental Evaluation 
We consider three types of community detection methods 

for comparison. The first type includes DCSBM [13] and 
BigCLAM [27], which use network topology alone. The 
second includes SMR [28], using only node contents. And the 
third includes Block-LDA [15], PCL-DC [17], CESNA [20], 
and DCM [19], which combine both network structure and 
node contents. As shown in Tables 2 and 3, there are two fami-
lies of methods: some produce non-overlapping communities 
(Table 2) while others produce overlapping communities (Ta-
ble 3). We thus want to see whether our method outperforms 
each of these three types and two families of community detec-
tion methods. All of these methods require the number of 
communities to be specified. We set it the same as that of the 
ground truth, so that each model detects the same number of 
communities. We use default values for other parameters of 
these algorithms, as offered by their original authors. 

As shown in Table 2, our method outperforms all the base-
line algorithms (for finding disjoint communities) on 5 and 6 
out of 8 networks in terms of AC and NMI, respectively. As 
shown in Table 3, our method performs best on all the 8 net-
works, in terms of F-score and Jaccard, compared with all the 
baselines for detecting overlapping communities. In addition, 
our method also performs the second best on Washington in 
terms of AC, as well as on Pubmed in terms of NMI. 

However, the strong performance of our method is not ob-
vious, as it would be entirely possible that combining two 
sources of data would confuse the algorithm and degrade the 
overall performance. While the strong performance of our al-
gorithm remains to be further investigated, we believe it may 
be due to two main properties: 1) our method can find general-
ized community structure (e.g. assortative, disassortative com-
munities, or their mixture) which makes it more flexible for 
community identification; 2) our method does not assume that 
the network and node contents share the same community 
memberships, leading to the fact that even if the content clus-
ters do not match well with network communities, the method 
can still utilize the content information as much as possible to 
improve the community detection results. 

TABLE 1. DATASETS USED. N IS THE NUMBER OF NODES, E THE NUMBER OF 

EDGES, M THE NUMBER OF ATTRIBUTES, AND K THE NUMBER OF COMMUNITIES. 

Datasets n e m k Descriptions [29], [30] 
Texas 187 328 1,703 5 The WebKB network consists of 4 subnetworks 

from 4 universities,  
which are Texas, Cornell, Washington and 
Wisconsin, respectively 

Cornell 195 304 1,703 5 
Washington 230 446 1,703 5 
Wisconsin 265 530 1,703 5 
Twitter 171 796 578 7 Largest subnetwork (id 629863) in Twitter data 
Facebook 1,045 26,749 576 9 Largest subnetwork (id 107) in Facebook data 
Cora 2,708 5,429 1,433 7 A Cora citation network 
Pubmed 19,729 44,338 500 3 Publications in PubMed on diabetes 

TABLE 2. COMPARISON OF ALGORITHMS WITH DISJOINT COMMUNITY 

STRUCTURES, IN TERMS OF AC AND NMI, RESPECTIVELY. BOLD REPRESENTS 

BEST RESULT, AND THE MARKS AFTER THE RESULT OF OUR METHOD 

CORRESPONDS TO ITS RANK IN TERMS OF PERFORMANCE, IF IT IS NOT 1ST. 

Metrics 
(%) 

Methods 
Datasets 

TexasCornellWashingtonWisconsin TwitterFacebook Cora Pubmed 

AC 

DCSBM 48.09 37.95 31.80 32.82 60.49 45.19 38.48 53.64 
SMR 47.54 31.79 49.77 40.84 38.27 52.46 30.28 39.95 

Block-LDA 54.10 46.15 39.17 49.62 35.80 37.66 25.52 49.01 
PCL-DC 38.80 30.26 29.95 30.15 56.79 51.04 34.08 63.55 

Ours 61.20 46.16 46.54(2) 37.68(3) 61.73 59.83 43.28 48.55 

NMI 

DCSBM 16.65 9.69 9.87 3.14 57.48 43.38 17.07 12.28 
SMR 3.55 8.45 7.3 7.21 3.26 14.90 1.18 0.0367 

Block-LDA 4.21 6.81 3.69 10.09 0 9.28 1.41 6.58 
PCL-DC 10.37 7.23 5.66 5.01 52.64 38.63 17.54 26.84 

Ours 19.73 10.70 13.66 4.54 57.52 50.37 20.2813.48(2) 

TABLE 3. COMPARISON OF ALGORITHMS WITH OVERLAPPING COMMUNITY 

STRUCTURES, IN TERMS OF F-SCORE AND JACCARD, RESPECTIVELY. BOLD 

REPRESENTS BEST RESULT. 

Metrics 
(%) 

Methods 
Datasets 

TexasCornellWashington Wisconsin TwitterFacebook Cora Pubmed

F-score 

BigCLAM 20.64 13.23 13.35 12.84 39.79 40.06 18.89 7.72 
CESNA 23.54 23.48 21.91 23.17 43.72 49.05 31.05 27.97 
DCM 11.15 14.38 12.45 10.45 10.57 39.21 3.43 0.38 
Ours 36.64 33.51 31.05 30.02 51.55 51.70 42.15 46.46 

Jaccard 

BigCLAM 12.18 7.18 7.25 7.01 26.13 28.94 10.89 4.04 
CESNA 13.57 13.47 12.40 13.14 29.63 38.18 19.10 16.26 
DCM 6.03 7.95 6.72 5.54 5.75 28.46 1.76 0.19 
Ours 25.77 21.58 19.34 18.39 38.40 39.75 27.67 31.03 

IV. CONCLUSION AND DISCUSSION 

In this paper, we propose a probabilistic generative model 
for attributed networks, learned via a nested EM algorithm, 
which is designed for finding generalized community struc-
tures. The model describes network communities and content 
clusters separately, and then explores and models their rela-
tionship to improve, as much as possible, each of the commu-
nities and the clusters (with their topics) based on the other. By 
doing so, its performance will not degrade when the content 
does not match well with network communities, even if the 
content is completely useless or harmful for community identi-
fication. Furthermore, we can also use the derived correlation 
between network communities and content clusters, as well as 
the topical interests (from the clusters) to better interpret each 
community using more than one topic. We validate these two 
goals using an artificial benchmark as well as a case study 
analysis on Last.fm. We finally validate the effectiveness of 
our new algorithm to detect communities on eight real attribut-
ed networks, and compare with seven state-of-the-art methods. 

We thus show that our method works well on a variety of 
networks, demonstrating its versatility to exploit both network 
structure and content. Obtaining an interpretation of communi-
ties (i.e. semantics) is a significant achievement of our work 
and may be useful to site managers for marketing purposes. 

One might now be concerned that our method finds net-
work communities mainly based on network topology, but 
gives node content an auxiliary role. This is partly true and it is 
often believed that social relations reflect the user interests 
directly. For example, an Obama supporter will be more likely 
to follow the Democrats. Therefore, social relations can serve 
as a good indicator for communities. But the user-generated 
content in social networks such as Twitter is diverse, and there-
fore it may be suitable as an auxiliary role.  

(17) 



In addition, our method needs the number of communities 
to be given, which may be difficult to determine in practice. 
This is a so-called model selection problem, which may be 
solved using cross-validation or hierarchical Bayesian methods. 
Also, the number of communities may be different from the 
number of clusters (or topics). Besides, the number of commu-
nities c and topics k may be different, and our method is also 
suitable when c  k. But we will leave these as our main future 
work. 
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